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Abstract—Prediction of rainfall for a river basin is of 

utmost importance for planning and design of irrigation and 
drainage systems as also for command area development. 
Since the distribution of rainfall varies over space and time, it 
is required to analyze the data covering long periods and 
recorded at various locations to arrive at reliable information 
for decision support. Further, such data need to be analyzed 
in different ways, depending on the issue under 
consideration. In the present study, Extreme Value Type-1 
(EV1) distribution based on statistical approach and Multi 
Layer Perceptron (MLP) network based on Artificial Neural 
Network (ANN) is adopted for prediction of rainfall at 
Fatehabad and Hansi.  The performance of the statistical and 
ANN approaches used in rainfall predication are evaluated by 
model performance indicators viz., correlation coefficient, model 
efficiency and mean absolute percentage error. The study shows 
the MLP is found to be better suited network for prediction of 
rainfall at Fatehabad whereas EV1 for Hansi.  

 
Index Terms—Artificial Neural Network, Correlation 

Coefficient, Extreme Value Type-1, Mean Absolute 
Percentage Error, Model Efficiency, Multi Layer Perceptron 

I. INTRODUCTION 

  Prediction of rainfall for a river basin is of utmost 
importance for planning and design of irrigation and 
drainage systems as also for command area development. 
Since the distribution of rainfall varies over space and time, 
it is required to analyze the data covering long periods and 
recorded at various locations to arrive at reliable 
information for decision support [1]. Further, such data 
need to be analyzed in different ways, depending on the 
issue under consideration. Out of a number of probability 
distributions, the family of Extreme Value Distributions 
(EVDs) includes Generalized Extreme Value, Extreme 
Value Type-1 (EV1), Extreme Value Type-2 and Extreme 
Value Type-3 is generally used for rainfall prediction. 
EVDs arise as limiting distributions for the sample of 
independent, identically distributed random variables, as 
the sample size increases. In the group of EVDs, EV1 
distribution has no shape parameter as when compared to 
other distributions and this means that there is no change in 
the shape of Probability Distribution Function (PDF). 
Moreover, EV1 distribution has the advantage of having 
only positive values, since the data series of rainfall are 
always positive; and therefore EV1 distribution is 
important in statistics.  
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Apart from this, with the development of Artificial 
Intelligence (AI), a number of various AI methods have 
been developed for prediction of rainfall. The new 
developed methods include Artificial Neural Network 
(ANN), Adaptive Neuro-Fuzzy Inference System, Fuzzy 
Logic, Support Vector Machine, Neuro-Fuzzy Network and 
Evolutionary Optimization Algorithm. Out of these 
methods, ANN could deal with non-linear and complex 
problems in terms of classification or forecasting. The ANN 
models can represent a complex nonlinear relationship and 
extract the dependence between variables through the 
training process [2-3]. In the present study, statistical and 
ANN approaches are adopted for prediction of rainfall for 
the data under study. 

II. METHODOLOGY 
A) Extreme Value Type-1 Distribution 

The PDF and Cumulative Distribution Function (CDF) of 
the EV1 distribution are given as:  
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where, α and β are the location and scale parameters of 
the distribution [4]. The parameters are computed by 
Maximum Likelihood Method (MLM) through Equations 
(2) and (3), and used to estimate the rainfall (XT) for 
different return periods from  TT YX . 
Here,    T/11lnlnYT   is called as a reduced variate 
for a given return period T (year).   
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where Xi is the observed rainfall of ith sample, X  is the 
average value of observed rainfall and N is the sample size.  
 
B) Multi-Layer Perceptron Network 

ANN modelling procedures adapt to complexity of 
input-output patterns and accuracy goes on increasing as 
more and more data become available. Figure 1 shows the 
architecture of ANN that consists of input layer, hidden 
layer, and output layer [5].  In turn, these layers have a 
certain number of neurons or units, so the units are also 
called input units, hidden units and output units. From 
ANN structure, it can be easily understood that input units 
receive data from external sources to the network and send 
them to the hidden units, in turn, the hidden units send and 
receive data only from other units in the network, and 
output units receive and produce data generated by the 
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network, which goes out of the system.  In this process, a 
typical problem is to estimate the output as a function of the 
input. This unknown function may be approximated by a 
superposition of certain activation functions such as 
tangent, sigmoid, polynomial, and sinusoid in ANN.  A 
common threshold function used in ANN is the sigmoid 
function (f(S)) expressed by Eq. (4), which provides an 
output in the range of 0≤f(S)≤1.  

   1
iSexp1)S(f   and  
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where Si is the characteristic function of ith layer, Ii is the 
input unit of ith layer, Oi is the output unit of ith layer, Wij is 
the synaptic weights between input and hidden layers, N is 
the number of observations and M is the number of neurons 
of hidden layer [6].  The sigmoid function is chosen for 
mathematical convenience because it resembles a 
hard-limiting step function for extremely large positive and 
negative values of the incoming signal and also gives 
sufficient information about the response of the processing 
unit to inputs that are close to the threshold value. In ANN, 
number of training algorithms viz., Multi Layer Perceptron 
(MLP), Back Propagation, Recurrent, Radial Basis 
Function and Adaptive Linear Element are used for 
training the network [7-11]. The objective in training the 
network is to reduce the global error between the predicted 
and targeted outputs.  In this paper, MLP network is used to 
predict the rainfall with illustrative example.  
 

   
Figure 1: Architecture of ANN 

 
MLP network [12] is the most widely used for rainfall 

prediction and its architecture with single hidden layer is 
shown in Figure 1. Gradient descent is the most commonly 
used supervised training algorithm in MLP in which each 
input unit of the training data set is passed through the 
network from the input layer to output layer. The network 
output is compared with the desired target output and 
output error ( E ) is computed using Eq. (5).   
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where, Xi is the observed rainfall of ith sample and *
iX is the 

predicted rainfall for ith sample.  
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where, 
ijW is the synaptic weights between input and 

hidden layers, )M(Wij  is the weight increments between 

ith and jth units during M  neurons (units) and )1M(Wij   
is the weight increments between ith and jth units during 

1M   neurons [13]. In MLP, momentum factor ( α ) is used 
to speed up training in very flat regions of the error surface 
to prevent oscillations in the weights and learning rate ( ε ) 
is used to increase the chance of avoiding the training 
process being trapped in local minima instead of global 
minima [14].  
 
C)Model Performance Analysis 

The performance of EV1 distribution and MLP network 
used in rainfall prediction is evaluated by Model 
Performance Indicators (MPIs) viz., Correlation 
Coefficient (CC), Model Efficiency (MEF) and Mean 
Absolute Percentage Error (MAPE), and are:  
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where X  is the average value of observed rainfall and 
*X is the average value of predicted rainfall [15].  

III. APPLICATION 
In this paper, a study on prediction of rainfall at 

Fatehabad and Hansi rain-gauge stations using EV1 
distribution and MLP network was carried out. The series 
of Annual Maximum 1-Day Rainfall (AMDR) was 
extracted from the daily rainfall data recorded at these rain 
gauge stations was used. For Fatehabad and Hansi, the 
rainfall data for the period 1954 to 1996 was used for 
training the network whereas data for the period 1997 to 
2011 was used for testing the network.  

IV. RESULTS AND DISCUSSIONS 
Statistical software, namely, ‘Hydrognomon’ was used to 

determine the parameters of EV1 distribution whereas 
‘SPSS Neural Connection’ was used to train the network 
data with different combinations of parameters to 
determine optimum network architecture of MLP. The 
determined optimum network architecture with model 
parameters was used for prediction of rainfall at Fatehabad 
and Hansi. 
A) Prediction of Rainfall using EV1 Distribution 
 By using the annual maximum series of rainfall recorded 
data Fatehabad and Hansi stations, the location and scale 
parameters of EV1 were determined by MLM and 
presented in Table 1. For Fatehabad and Hansi, the 
parameters obtained from EV1 were used to determine the 
predicted value of rainfall at consecutive years based on the 
probabilities of observed value of rainfall and presented in 
Figures 2 and 3. 

Table 1: Parameters of EV1 Distribution 
Rain-gauge station Location Scale 

Fatehabad 48.004 24.038 
Hansi 39.453 39.811 
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B) Prediction of Rainfall using MLP Network 

For Fatehabad, the momentum factor ( α ) and learning 
rate ( ε ) were fixed as 0.6 and 0.04 while optimizing the 
network architecture of MLP. Similarly, the values viz., 
α =0.7 and ε = 0.06 were used for determination of 
optimum network architecture of MLP for Hansi.  The 
network data was trained with optimum MLP networks, 
viz., 1-12-1 for Fatehabad and 1-15-1 for Hansi. The 
networks were also tested with model parameters for 
prediction of rainfall. 
 
C) Performance Analysis of EV1and MLP using MPIs 

The model performance of EV1 distribution and MLP 
network used in rainfall prediction was evaluated by MPIs 
and given in Tables 2 and 3. 

 
Table 2: Values of MPIs for Fatehabad 

MPIs EV1   MLP   
Training Testing Training Testing 

CC 0.985 0.975  0.997 0.999 
MEF (%) 95.2 96.0  99.2 99.0 
MAPE (%) 10.4 21.3 3.7 6.7 

 
Table 3: Values of MPIs for Hansi 

MPIs EV1   MLP   
Training Testing Training Testing 

CC 0.996 0.998  0.982 0.949 
MEF (%) 99.0 99.0 96.1 97.2 
MAPE (%) 7.4 11.3 15.0 17.4 

 
From Table 2, it may be noted that: (i) The MAPE 

obtained from MLP is comparatively less than the 
corresponding values of EV1 while training the network 
data and therefore the MLP is found to be better suited for 
prediction of rainfall at Fatehabad; (ii) The percentage of 
MEF is computed as about 99% while training and testing 
the network data with MLP; and (iii) There is generally a 
good correlation between the observed and predicted 
rainfall using EV1 and MLP, with CC values vary from 
0.975 to 0.999. 

From Table 3, it may be noted that: (i) The MAPE 
obtained from EV1 is comparatively less than the 
corresponding values of MLP while training the network 
data and therefore the EV1 is found to be better suited for 
prediction of rainfall at Hansi; (ii) The percentage of MEF 
in prediction of rainfall using EV1 during training and 

testing the network data is computed as 99%; and (iii) 
There is generally a good correlation between the observed 
and predicted rainfall using EV1 and MLP, with CC values 
vary from 0.949 to 0.998. Figures 2 and 3 give the plots of 
observed and predicted rainfall (using EV1 and MLP) for 
Fatehabad and Hansi respectively. 

 

  
Figure 2: Plots of observed and predicted rainfall using 

EV1 distribution and MLP network for Fatehabad 
 

  
Figure 3: Plots of observed and predicted rainfall using 

EV1 distribution and MLP network for Hansi 
 

D)Analysis Based on Descriptive Statistics 
In addition to MPIs, the overall performance of EV1 

distribution and MLP network used in prediction of rainfall 
was analyzed through the descriptive statistics. For 
Fatehabad and Hansi, the statistical parameters such as 
Average, Standard Deviation, Coefficient of Variation, 
Coefficient of Skewness and Coefficient of Kurtosis for the 
observed and predicted rainfall (using EV1 and MLP) were 
computed and given in Tables 4 and 5. 

Table 4: Descriptive statistics of observed and predicted rainfall for Fatehabad 
Statistical Parameters Observed  

rainfall 
Predicted rainfall 

EV1 MLP 
Training Testing Training Testing Training Testing 

Average (mm) 67.4 46.7 64.2 46.3 66.5 46.4 
Standard Deviation (mm) 29.5 31.6 31.7 31.2 27.4 28.5 
Coefficient of Variation (%) 43.8 67.6 49.3 67.3 41.2 61.3 
Coefficient of Skewness 0.756 1.929 1.255 2.928 0.635 1.840 
Coefficient of Kurtosis 0.315 5.014 1.042 9.693 -0.153 4.482 

 
For Fatehabad, it may be noted that the percentage of 

variation on the average predicted rainfall using MLP, with 
reference to average observed rainfall, is 1.3% during 

training period and 0.6% during testing period. From Table 
3, it may be noted that these values were computed as 4.7% 
and 0.9% while training and testing the rainfall data with 
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EV1. For Hansi, it was found that the percentage of 
variation on the average predicted rainfall using MLP, with 
reference to average observed rainfall, is 3.2% during 
training period and 2.5% during testing period. From Table 
4, it may be noted that these values were computed as 1.9% 

and 1.2% while training and testing the rainfall data with 
EV1. Based on the results obtained from model 
performance analysis and descriptive statistics, the MLP 
network is considered as better suited for prediction of 
rainfall at Fatehabad whereas EV1 distribution for Hansi.   

 
Table 5: Descriptive statistics of observed and predicted rainfall for Hansi 

Statistical Parameters Observed  
rainfall 

Predicted rainfall 
EV1 MLP 

Training Testing Training Testing Training Testing 
Average (mm) 73.0 32.1 71.6 31.7 75.3 31.3 
Standard Deviation (mm) 55.1 12.5 54.7 9.2 51.5 15.8 
Coefficient of Variation (%) 75.5 39.0 76.4 28.9 68.4 50.5 
Coefficient of Skewness 1.906 -0.057 1.810 -0.027 1.288 0.279 
Coefficient of Kurtosis 3.143 -1.366 2.575 -1.421 1.552 -1.638 

V. CONCLUSIONS 
The paper described the procedures involved in 

prediction of rainfall using statistical and ANN approaches.  
From the results of data analysis, the following conclusions 
were drawn from the study: 

[1] Optimum MLP network architectures viz., 1-12-1 
for Fatehabad and 1-15-1 for Hansi were used for 
training the network data.   

[2] For Fatehabad, the values of CC, MEF and MAPE 
between the observed and predicted rainfall (using 
MLP network) were computed as 0.999, 99% and 
6.7% respectively while testing the network data.  

[3] For Hansi, the values of CC, MEF and MAPE 
between the observed and predicted rainfall (using 
EV1 distribution) were computed as 0.998, 99% and 
11.3% respectively.  

[4] For Fatehabad, the overall MAPE on the predicted 
rainfall using MLP and EV1, with reference to 
recorded rainfall, was found to be 4.5% and 13.2% 
respectively. For Hansi, the overall MAPE was 
computed as 15.6% for MLP whereas 8.4% for EV1.   

[5] The overall MEF in rainfall prediction using MLP 
for Fatehabad and EV1 distribution for Hansi was 
found to be about 99%. 

[6] From the values of CC, it was found that there is 
generally perfect line of agreement between the 
recorded and predicted rainfall for Fatehabad and 
Hansi.  

[7] Results of model performance analysis and 
descriptive statistics indicated the MLP is better 
suited for prediction of rainfall at Fatehabad whereas 
EV1 for Hansi. 

[8] The results presented in the paper would be helpful 
to the stakeholders for planning, design and 
management of hydraulic and civil structures in the 
vicinity of Fatehabad and Hansi rain-gauge stations. 
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