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ABSTRACT- Maharashtra is a leading State in 

agriculture. Agriculture is the one that plays important role 

in the economy of India. India is an agricultural country and 

its economy largely based upon crop production. Hence one 

must say that agriculture is often the backbone of all 

businesses in the a-part-of-us country. Basically paper 

focuses on predicting the yield of the crop by using a 

different machine learning algorithm. The application 

(Smart Farm) developed in this research helps users to 

predict the crop yield using different climatic parameters. 

Different methods of predicting crop yield are developed 

within several years with different outcomes of success, but 

many of them do not take into consideration the climate. 

Machine Learning is the best technique which gives a better 

practical solution to crop yield problem. So the Random 

Forest algorithm which we decided to used to train our 

model to give high accuracy and best prediction., we chose 

5 climatic parameters to train the model. Agriculture 

inputs such as pesticides, fertilizers, chemicals, soil quality, 

etc. were not used as it depends upon the type of field. The 

model is trained and designed using 20 decision trees build 

the random forest algorithm which gives better accuracy of 

the model. 10-fold cross-validation technique used to 

improve the accuracy of the model. The predicted accuracy 

of the model is analyzed 87%. 

KEYWORDS- Climate, crop yield, Indian Agriculture, 

Machine Learning Techniques, Random Forest Algorithm 

I. INTRODUCTION 

Agriculture is a pivotal sector for ensuring food, sustainable 

development, nutritional security and elimination of 

poverty, but recently agriculture in India is fading, all of the 

problems originating in governmental, constitution 

structures, and economics. The government supports mostly 

rice and wheat, with some others throw-in, through factors 

like “minimum support price”. Funding crops is not a 

strong and healthy system.  Agriculture is the broadest 

economic sector and plays a significant role in the overall 

socio-economic fabric of India. It contributes to an increase 

in total GDP and employs over half of the population. Many 

researchers are aimed at improving agricultural planning 

and crop productivity with good quality of crops. So our 

main goal is to get the maximum yield of crops. There are 

many Machine learning classification techniques are 

available to get a good quality of yield of crops. So after 

analysis and comparison of all classification methods, we 

are choosing the Random Forest classification technique 

which can be used to improve the yield rate of crops and 

crop production with crop selection methods.  The detailed 

working of the work is organized as section 2 gives related 

work with the current work, section 3 concentrates on the 

Methodology applied, section 4 discusses results and 

analysis, section 5 concludes the work. 

II. RELATED WORK 

Many researches are tried out to improve good accuracy in 

agricultural planning. The goal of project is get as possible 

as better accuracy. There are so many classification 

methods are also used to give good proportion of crop yield. 

Machine learning techniques are used to improve the 

accuracy of crop yield data. There are so many method of 

crop selection is applied to improve crop production 

accuracy in past years. This section discusses the previous 

similar work done attempted by other researchers. Rakesh 

Kumar et al. [2] concluded this works helps in improving 

the success of yield rate of crops by applying different 

classification methods by comparing the different 

parameters. Various machine learning algorithms compared 

to predict crop yield. The algorithms included for 

comparative analysis are Artificial neural network, support 

vector machine, K-Nearest Neighbors, Decision Tree, 

Random forest, Gradient boosted decision tree, regularized 

greedy Forest and proposed CSM technique (Crop Selection 

Method) which helps in predicting the sequence of crops 

can be considered for planning in the coming seasons. 

Author concluded that the prediction is based on many 

parameters so accuracy and performance of the system 

varies as per parameters. Jig Han et al. [3] applied random 

forest algorithm for global and regional crop yield such as 

potato, maize, wheat and environmental variables such as 

soil, climate, photoperiod, fertilization data, water. The 

results compared with multiple linear regressions and 

evaluated using root mean square, Nash-Sutcliffe model 

efficiency, index of agreement, observed vs. Predicted 

plots. The data is considered form different sources in the 

United states. Results showed Random forest is an effective 

and dynamic method for crop yield prediction with high 

accuracy, precision, easy to use and for data analysis. 

Narayanan Balakrishnan1 et al. [4] proposed ensemble 



 
International Journal of Innovative Research in Computer Science & Technology (IJIRCST) 

 

Innovative Research Publication   41 

 

model to produce crops over a specific time period using 

different classification methods studied such as Naive 

Bayes, support vector machine and proposed new ensemble 

methods such as AdaSVM, AdaNaive. The proposed model 

evaluated using accuracy, classification error and concluded 

with AdaNaive gives best results with accuracy 96.52 for 

rice crop. Sami Khanal et al. [5] proposed method based on 

remotely sensed data and machine learning algorithms such 

as Random forest, Neural Network, Support vector 

Machine, Gradient boosting model, Cubist to map soil 

properties and corn yield at a local scale. The data is 

remotely sensed and model evaluated using root mean 

square and accuracy. Louis Kouadioa et al. [6] proposed 

ELM model based on artificial intelligence for coffee yield 

prediction for small farms instead of using MLR (multiple 

linear regression) and RF (Random Forest) models. The 

ELM models compared with various machine learning 

models. Author claimed that ELM models are more 

efficient than RF and MLR models in extracting features. 

There are many supervised machine learning algorithms 

known as linear regression , Polynomial regression , ecision 

Tree , Random Forest and Support Vector Machine can be 

applied to predict the crop yield. 

III. METHODOLOGY 

A. Dataset 

Data plays an important role in Machine Learning. To 

design and perform crop yield prediction system data is 

taken from various cities of Maharastra state . As latitude 

changes from location to location, the data is considered at 

the district level. Three things are very much needed i.e. 

Data about the crop, climate of a particular district, and 

region needed to perform the system. The description of the 

attributes mentioned in tablel1, table 2, and table 3. The 

data about our project is taken from various districts and 

regions of Maharashtra and taken from Government 

Website: www.data.gov.in and for the climate; various 

districts and regions of Maharashtra is taken from 

www.imd.gov.in. 

 Table 1: Attributes from districtwide crop production 

dataset 

Sr.

No

. 

Attribut

e 

Description 

1. District 

Name 

Total 27 districts like Ahmednagar, Akola, 

Amravati, Aurangabad, Beed, Bhandara, 

Chandrapur, Dhule, Gadchiroli, Gondia, 

Hingoli, Jalgaon, Jalna, Kolhapur, Latur, 

Nanded, Nandurbar, Nashik, Osmanabad, 

Parbhani,Pune,Sangli,Satara,Solapur,Ward

ha,Washim,Yavatmal data considered 

 

2. Season Kharif, Summer, Rabi, Whole Year 

 

3. Crop All type of crops like sunflower, 

groundnut, wheat, bajra, jowar, maize etc 

4. Area-

in_hect

or 

Area of the farm considered for production 

of crop 

 

Table 2: Sample of District wise crop production data for different cities yearly 
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Table 3: Sample of Climate dataset 

 

B. Proposed System 

Random forest is a basically supervised learning algorithm 

that is used for both classifications as well as regression. 

Random forest algorithm creates decision trees on different  

 

 

 

 

data samples and then predict the data from each subset and 

then by voting gives better the solution for the system. 

Random Forest used the bagging method to trained the data. 

Basically, the bagging method is a mixture of studying 

different models and increase the final result of the system. 

 

Fig. 1: Proposed block diagram for crop yield prediction 

  For getting high accuracy we used the Random Forest 

algorithm which gives accuracy which predicate by model 

and actual outcome of predication in the dataset. In the 

random forest which crates the decision tree from a sample 

of data and trees gives the prediction from each family and 

selects the best solution by voting which gives better 

accuracy for the model. It gives optimum results for the 

system. 

Pseudocode of the Proposed System: 

1. In this basically we first randomly selected the k to       

feature out of the total m feature in the model. 

2. Using the best split point choose the k feature and 

calculate the node d. 
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3. So we used the split method, split the nodes into the 

daughter node. 

4. Repeat 1 to three steps until l number of nodes has been 

reached 

5. Build forest by repeating steps 1 to 4 for n number 

times to make n number of trees. 

To perform prediction using the trained random forest 

algorithm uses the below pseudocode: 

1. In this, we took the test features and every random 

decision tree to predicate the output and anticipated the 

outcome which is stored 

2. And then we calculated the vote which is given by 

every decision tree for each predicated outcome. 

3. Finally, we considered high voted predicated outcome 

which gives the final prediction from the random forest 

algorithm. 

IV. RESULT AND ANALYSIS 

The goal of our project is to build a user-friendly web 

application which will help the farmers, user and more 

policy planners to predict the crop yield based on the factor 

of climate change. so a web application named ’Smart 

Farm’ is developed. 

 

Fig. 2: User Interface: Homepage 

Fig. 3: Predicted result after selecting different parameters 

by the user like district, season, type of crop and Area in 

Hectare  

  We decided that our system is designed using python and 

flask framework was used to render the results into a web 

page. As shown in figure 2, User and Farmers of the 

application can see the home page and will able to enter the 

details such as the district name, season, crop name and area 

of respective user’s field (in hectare). Once mandatory 

details are filled on the home page user press the predicate 

button then the request will send toward the server and the 

system gives a prediction using the model and trained under 

the random forest algorithm. Figure 3 shows, the result of 

the prediction of the crop yield which is sent to the 

respective user and the unit of the crop yield is considered 

in tones. 

 

 

Fig. 4: Graphical representation of the Type of crop vs. 

predicted yield 

  The result page of the Smart Farm application, also 

displays a graph of Crops that farmers can plant in his 

district vs. yield the respective crop will produce. As shown 

in figure 4, the graph is suggesting which crops could be 

planted in the Kolhapur district vs. their respective yield. 

and you can see in the figure, In Kharif, season rice could 

be planted in the Kolhapur district which gives more yield 

than Maize. This will help the user to conclude which crop 

he could plant to get a better yield. 

 

 

Fig. 5: Performance evaluation of the system using metric 

Accuracy 

  In this model we trained 20 decision trees to build a 

random forest. In our project, we used a 10-fold cross-

validation technique which gives the accuracy of the 

required model (as shown in figure 5), the accuracy of the 

model achieved 87%. 

V. CONCLUSION 

   In this model we used 10-fold cross-validation technique 

which is indicates which is gives high accuracy and 

correlation between the climate and the crop yield and 

accuracy of the model is found 87%. In our Project, other 

factors like quality of soil, pest, chemicals which is used, 

etc. were not used as it depends upon the type of field. As 

the climate has changed with the season it is very difficult 

for farmers, so our web application will help farmers and 

users to take a better decision according to climate of 

particular season to decide which crop need to plant-based 

on which climate. It will also help policy planners to 

import-export, pricing, marketing, etc to take the best 

decision even before the crop is harvested. 
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