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ABSTRACT- Context-specific signals were often used 

as extra supportive measures secondary kinds of evidence 

to aid interpret its user's language inputs in the early days 

of Natural Languages Processing (NLP). The context was 

employed in conversational bargaining more as tie 

breaking technique than as a fundamental components. 

Recent advances in the context based reasoning have 

prompted paradigm shift away from context-assisted 

approaches and toward context centric natural language 

processing system. To support today's advanced 

Humans Computer Interactions (HCI) application, 

including personal digital assistants, languages tutors, as 

well as questions answering system, the importance of 

context in NLP must evolve. There is indeed a strong 

feeling of utilitarian, intent communication in these apps. 

The underlying NLP approaches must be capable of 

navigating throughout a concept as well as contextual 

discussion with such a focus on goal-oriented behavior. 

The natural relationship between NLP as well as context-

based approaches are explored in this paper, as it shows 

itself in the frame of reference paradigm. The major goal 

of this study is to understand more about NPL technology 

for conversational intelligence.  Along the process, 

insights or examples are presented to shed light on this 

evolving approach to natural language-based HCI 

architecture.  Natural language processing will be able to 

leverage its potential for human-like speech or text 

interpretation in the future through a variety of applications 

thanks to semantic and cognitive technology.  

KEYWORDS- Artificial Intelligence, Context-Centric, 

Humans Computer Interaction, Machine, Natural 

Language Processing. 

I. INTRODUCTION 

Natural Languages Processing is the process of converting 

language expressions into the data types that computers 

can manipulate as well as evaluate. NLP system is meant 

to way the user spoken word or text input and respond 

conversationally. The overriding goal is to provide 

effective skills that enable computers to understand 

language input from a human user, either within text or 

spoken form. Early efforts to master NLP envisaged a 

words for word collecting of the user’s comments, tracked 

by a thorough examination of each paragraph to establish 

a suitable machine reply. Contextual hints were included 

in NLP algorithms as a helpful resource because of the 

widespread semantic or syntactic difficulties generated 

through the general complication of vocal languages, as 

well as the low computer capacity of time. Researchers 

recognized the necessity to provide context to machine 

capacity to decipher meaning for word spoken by humans. 

For examples, based on whether the speaker had already 

been talking about oranges or the New York Yankees 

baseball franchise, a system may determine the right 

meaning of the word "pitcher". Context, on the other hand, 

was only a supporting tool in making these semantic 

decisions [1]. 

The function of context started to evolve beyond its 

beginnings as an assisting device as NLP technology 

expanded its limits elsewhere parlor trick in forms of the 

quirky automated chatting service to practical instrument 

of the human computer interactions. This paper examines 

how context has progressed from a supporting function to 

full-fledged processes in context-centric systems. The 

importance of the context in the linguistics system is 

discussed next, tracked by a description of context assisted 

natural language process. The last part examines the 

development in context centric NLP applications before 

presenting the next generations of context-based 

grammatical structures [2]. 

A. The Flow Chart of the NLP Process 

Natural Languages Processing aids robots in 

comprehending human speech. However, the English 

language has experienced millions of modifications 

throughout the centuries [3]. How is it possible for a 

machine to keep up? Languages have various levels that 

aid communication, as shown in Figure 1, including. 

 

Figure 1: Illustrate the Flow chart of natural language 

processing, which have various level of communication 

[4] 
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NLP starts by gathering a large amount of information 

about the language you use. This information isn't 

organized. However, before assigning a numerical 

number, the artificial intelligence (AI) system begins to 

classify it based on the layers. Some content analysis 

methods provide a more detailed illustration of this. 

Certain content analysis techniques employ terms 

frequency-inverse documents frequency (TF IDF) and 

Terms Frequency, Inverses Documents Frequency to find 

the main information in a document. It operates by 

providing a numerical number to words and phrases to 

indicate their relevance. By this time, the machine learning 

algorithm has figured out how to interpret data in 

numerical form. The data is then converted back to plain 

English using a classifier [5]. The AI then flits back and 

forth, attempting to comprehend the qualitative data it has 

been provided. 

B. Overview of Conversational AI 

Conversational AI is a kind of artificial intelligence that 

enables people to pose questions to machines and get 

automatic replies. Virtual assistants like Alexa, Siri, or 

Google Assistant are the most well-known of these devices 

[6]. The use of Natural Languages Processing is at the core 

of Conversation AI (NLP). For every conversational AI 

solution, three major NLP components are required, as 

shown in Figure 2. 

 Utilizing Natural Languages Understanding to 

decipher intent (NLU). 

 Using Machine Learning methods to predict a 

response. 

 Natural Languages Generation for a human-like 

reaction (NLG) 

People understand that the word "you up?" may have a 

range of meanings and intentions. At its most basic level, 

Natural Language Understanding maps human language to 

intentions, which are made up of the words or phrases used, 

as well as the context in which they were used. Different 

Machine Learning approaches may be used to anticipate the 

optimal response after the intent has been identified. That 

answer is most likely recorded as a mathematical model, 

but Natural Languages Generation may be used to translate 

the message back to the most suitable human-

understandable languages, depending on the context. For 

speech-based systems, the smart device should first 

translate voice to text using Automatic Speech Recognition, 

then use NLP to understand the intent and provide a 

response [8]. Following the prediction of response and the 

use of Natural language generation (NLG) to create a 

human-like response, Speech Synthesis is used to transform 

the response from text to speech. Artificial Intelligence, and 

more particularly, Deep Learning, is at the heart of 

technologies that make human-to-machine communication 

and voice-to-text translation easier. Furthermore, AI 

enables the program to fix itself, learn from its mistakes, 

and develop over time to provide a better answer in the 

future [9]. 

 

 

Figure 2: Illustrate the diagram of conversational artificial 

intelligence, such as automatic speed recognition, natural 

language understanding [7] 

C. The Importance of Context in NLP 

NLP is concerned with the creation of algorithms that can 

comprehend a human user's language-based answers. 

Overcoming many sources of language ambiguity is the 

fundamental challenge in building these systems. These 

uncertainties wreak havoc on syntactic processing as well 

as semantic comprehension. When the environment of the 

user intervention is taken into account, such 

misunderstandings may be handled more easily. This 

section looks at why it's important to be aware of your 

surroundings to avoid linguistic ambiguity. 

D. Ambiguity in Syntax 

NLP may be used to do a rudimentary word-for-word 

analysis of text inputs. As a way of improving a machine 

comprehension of users input, this morphological 

dissection of word groups may be subjected to Part-of-

speech tagging. While dealing with syntax in natural 

language processing, ambiguities arise when sentence 

elements might be construed in several ways. The phrase 

the guy purchased the car with the check either refers to a 

person who buys a car with cashier’s checked, and it could 

refer to man who buys a certain car by a checkmark sticker. 

The point of sales (POS) tagging signatures for each of 

these meanings are distinct [10]. The listener is responsible 

for determining the speaker’s purpose. Contextual 

awareness appears to be a valuable advantage in instructive 

speaker's meaning throughout a discussion. Contexts 

permits the auditor to integrate any nearby contextual clues 

into the syntactic ambiguity resolution process. Another 

priori language record, like as WordNet, may assist a 

computer in this procedure of determining meaning from 

syntax via point of sale tagging’s. The job of syntactic 

disambiguation may also be aided by probabilistic 

modeling, which combines POS tagging with machine 

learning approaches. When contextual data is added to 

these ML based categorization system, the point of sale 

tagging’s for the particular user input becomes more 

reliable. Knowing the elements of speech in a phrase, on 

the other hand, does not imply a sufficient mental grasp of 
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user input for computer to respond appropriately. The next 

phase in language comprehension is semantic processing, 

which includes resolving the ambiguities that come with it 

[11]. 

E. Context-assisted natural language processing 

The search space of an NLP system may be drastically 

reduced by adding information from the ambient 

conversational surroundings to better drive its ambiguity 

resolution process. Contextual help minimizes a machine's 

whole knowledge base. Contexts provide an additional 

layer of experience and understanding input to any 

reasoning engine. By including context-based data into 

their training regimens, Multi language based semantic 

examination algorithms have been improved. In general, 

context based strategies like those used in spoken 

languages translation including knowledge modeling may 

greatly improve NLP difficulties. By incorporating a sense 

of the context into an natural language process systems, the 

machine's capability to properly determine its users' 

purpose improves [12]. The project also included context-

assisted NLP. In a knowledge base, the strategies for 

automated semantic clarification. Each featured context 

based techniques for finding missing or incorrect data in 

components description contained in computer aided 

strategy drawing, depending on limitations produced by 

contextual signals gathered from the surrounding 

information to cut down the number of probable 

possibilities. The rest of this section expands on using 

context help in two different NLP applications: voice 

recognition or dialog management. 

F. Speech Recognition With Context 

In the field of Automated Natural Language processing, 

the basic techniques used in natural language process 

analysis of the syntax or semantics are implemented. These 

systems are intended to convert the sounds produced by a 

user's speech into written representations. Not only must 

the computer comprehend the user syntax, nevertheless it 

must also withstand slightly physical signal related 

idiosyncrasies connected with Automated Speech 

Recognition (ASR) technology, which are often produced 

by speaker accents or excessive background noise. ASR 

software must initially record the raw syntax of  operator 

voice before making any concept-level choices about it. 

However, the language ambiguities that afflict human to 

human discussions sometimes limited the efficiency of an 

ASR system. Speech recognition ambiguities arise 

whenever a speaker's original inputs may be easily 

replaced with phonologically similar terms. For example, 

"destroy a gorgeous beach" may be a good synonym for 

"apply this knowledge. 

Contextual cues are often used in the resolution of voice 

recognition ambiguities to limit the no. of potential 

matching terms for user utterances. The assumption that 

NLP computer can grasp speech-based input adds to the 

difficulty of understanding the user. Through the use of 

context by ASR, researchers were seen as a chance to 

enhance their methods. The Mental Illness Need 

Discussion Sessions (MINDS) projects, for example, used 

context to form predictions as well as expectations based 

on the user's verbal input. Contextual information’s was 

acquired after list of objectives, sub goals, including 

domains topics considered important for the dialogue by 

MINDS. To add to this feeling of context, other knowledge 

sources were used. Young's results backed up the idea that 

context increased semantic correctness, stating an 

improvement when a context-aided algorithm was used 

instead of a non-predictive grammar strategy [13]. 

1)  Dialog Management with Contextual Support 
The NLP system that negotiates a living thing 

communication is referred to as dialog managing. Every 

chatbot, interacting avatar and embodied conversation 

agent has these discourse processes (ECA). In the ProBot 

chatbot, context aid and conversation management were 

included. A Prolog expressive rule base was used to match 

user inputs and fire off the ensuing output answers. When 

unexpected statements were received, Probot was given a 

contextually ordered hierarchy of information to help him 

respond appropriately. The hierarchical form was molded 

by an activation level caused by user interest. The 

appropriate rules for interaction were supplied by the top-

level context. The underlying premise is that Sammut's 

work demonstrated how to exploit relevant situations to 

offer suitable behavior to users [14]. This section's 

context-based strategies demonstrate how context aid may 

be used to improve NLP, particularly when dealing with 

problems of semantic disambiguation. Even though it 

merely functioned as a supporting role in these situations, 

context proved to be an important aspect in developing 

NLP systems. Context centric NLP is the logical next step 

in the development of context's function in NLP systems, 

since it considers the possibility that context might play a 

critical role for natural language interaction. 

2) Natural Language Processing is Context-Aware 
The context was presented as supports structure for the 

ambiguity resolving in the NLP in the earlier debate on 

context-assisted NLP. Context-centric NLP elevates the 

relevance of context to the point where it serves as 

processing focal point together with the user language 

input. Underneath this paradigm, the communication 

feedback loop becomes a feedback system based on the 

state of the ranging from various during language human 

contact. In these perspective systems, the fundamental 

behavioral drive shifts from of the linguistic to the 

intellectual levels. The next sections cover the strategies 

and tools for locating and modifying contexts that drive 

NLP implementations. 

The architecture for such a procedure is quite similar to 

that used in ASR to detect words. In ASR, the input 

phonetic symbols are translated into a list of matching 

from a vocabulary of vocabulary items, which is then 

pruned using a number of ways to produce the recognized 

spoken string. Context recognition, on the other hand, 

converts a raw collections of sentence chunks or even the 

input content into a list of plausible contexts based on 

previous circumstances. Fine-tuning approaches have been 

designed to select the best matched context from this set of 

context alternatives. The rest of this section goes through 

the contextual identification procedure in more detail for 

context-centric NLP projects. 

Researchers have used both knowledge-based as well as 

data-driven strategies to challenge context recognition. 

Knowledge-based context identification is often 

implemented as a rule-based states machine, giving the 
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user complete control over the context's boundaries 

definitions. But, the method's specific hand-modeling may 

be time-consuming or tiresome. ML is used to create 

connection models between inputs as well as settings in 

data-driven context recognition. These approaches provide 

more generalizable results, but their efficacy is limited by 

the quality and amount of training data available. 

Integrated such a strategy by assisting dialog management 

with conceptual clarification using Partially Observable 

Markov Models. Although data-driven approaches are 

becoming increasingly common, expertise’s based 

development of the knowledge based system, particularly 

in the NLP, is still required. The benefits of both 

knowledge-based and data-driven strategies would be 

combined in an ideal context identification system. Any 

context-centric system's core mechanism is context 

identification. This identification process in NLP may be 

achieved via data-driven approaches like machine 

learning, knowledge based techniques like rule based 

detections, and a combination of the two. Subsequent this 

description of contexts identifications mechanisms, the 

remainder of this sections will focus on context-centric 

NLP in practice, starting with context-centric conversation 

management. 

G. Management of Context-Centric Dialog 

The conversation model lays out how output replies will 

be selected in response to user input. The level of expertise 

is a repository of facts, rote rules, quips, and other general 

data that perhaps the discussion manager might utilize to 

construct its output answer. In contrast to contexts assisted 

dialog administration, contexts centric conversation 

manager’s places context at the center of together the 

conversation models as well as knowledge base. A 

conversation knowledge base works well with contexts 

centric discourse models because the generally recognized 

contexts may rapidly reduce knowledge and 

comprehension to a manageable subset of information for 

the dialog manager to employ.  

The usage of the context centric information bases, with 

finding based on customized, user specific scenarios 

temporal context is used by Conceptual Contexts Aware 

Systems to aid in the management of information and 

conversation. Frameworks for managing conversations 

based on context, which may be utilized across domains. 

Their research illustrates how context centric design 

enables knowledge bases to be easily converted. NLP 

technology is decoupled from its syntax-dependent origins 

thanks to the context-centric design. Context-aware 

computers reduce language ambiguity, which has also 

historically been a stumbling block for conversation bots. 

This change in emphasis from elements of speech to ideas 

leads to a more measured approach to NLP, in which the 

user's objectives and tasks take precedence over the actual 

word she and he is speaking. The subsequent section 

describes recent improvements in context-centric 

conversation control in applied NLP agents [15]. 

H. NLP Agents with a Contextual Focus 

The most accessible or usable NLP conversation agents 

nowadays depend just on the context-centric architectural 

mantra: each agent has a small number of contexts, each of 

which is somewhat diverse and generally helpful. This 

section looks at several context-aware NLP agents, all of 

which adhere to the same technical philosophy. One of the 

most prevalent forms of NLP-based agents is assistive 

systems. Contexts centric architectures work especially 

effectively in these assistance-based settings because of 

the tightly constrained context set often found in their 

subject content specialist knowledge sources. A single 

such assistance system is included in the Projects Life like 

educational credential assessment (ECA), which is based 

on the Concur context-centric conversation manager.  

Context-centric NLP solutions are also a good fit for 

language coaching. By comparing a student's actual speech 

to her or his objectives, the Conversation Computer 

Assisted Language Learning system simulated 

people tutor behavior. The learner's objectives were 

matched only with a fluent answer he or she hoped to 

achieve. As a result, they are nearly always included in a 

smartphone platform. Thanks to direct and fast Internet 

connectivity, as well as geographic location sensors 

provided by Global Positioning System (GPS) technology, 

NLP's reach is quickly expanded. These data sources 

provide a vast storehouse of information while also 

providing context. This allows devices to combine the 

Internet's vast Information delivery service or off-loaded 

computing capacity with the potent combinations of 

contextual awareness (from location or person-specific use 

analysis). Mobile devices are suddenly strong vehicles for 

contexts centric applications thanks to these multimodal 

context detection techniques. Now, a company like Google 

and Apple can deliver speech based transcriptions using 

strong cloud based ASR services, refocusing the HCI 

experience on the user's objectives. However, since a 

smartphone can only execute a limited number of tasks, a 

mobile user's aims are unavoidably contextually 

constrained. The use of contexts centric architectures has 

allowed the construction of modern day NLP agents that 

are feasible. The underlying drive in discourse models for 

each of these agents is user intent, with the NLP system 

constantly fulfilling whatever demands are expressed. The 

limited number of request contexts aids in narrowing the 

scope of a conversation's context, and the requests 

themselves give indications as to which knowledge base 

items are pertinent for a suitable answer [16]. 

II. LITERATURE REVIEW 

Oscar N.J. Hong et al researched a complete technology 

function products matrix for the patent mining by 

intelligent chatbots. Businesses all around the globe are 

being disrupted by conversational intelligence as well as 

the development of its agent in the form of "chatbots". 

Chatbots use technology to offer natural conversations 

through text and voice. Chatbots are employed for a 

variety of tasks, including information gathering, customer 

support, and virtual help. Virtual assistants like Google 

Assistant, Apple Siri, as well as Amazon Alexa are among 

the most popular. In addition, some use cases show that 

customers prefer chatbot interfaces over traditional 

graphical user interfaces. The patents revealed reflect 

significant technological advancements and provide 

insight into how conversational chatbots will evolve in the 

future. Businesses interested in using chatbot technology 

should do a thorough patent study to determine essential 
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technologies, functionalities, and product applications. 

The patent intersecting analysis is a research expansion 

scope for the chatbot case study that cross-references 

significant patents that occur throughout the already 

identified hotspots [17]. 

According to Souali et al. research into the area of E-

Learning, selecting the best instructional resources has 

always been a challenge. This problem has spurred 

educators and academics to come up with novel ways to 

assist students to increase their learning and understanding. 

Artificial Intelligence (AI) methods also including 

Machine Learning or Natural Languages Processing are 

being used in new solutions. A chatbot is an artificial 

communication tool that uses intents to mimic 

conversational skills and conduct conversations with 

people. The proposed system should be able to respond to 

learners' questions in real-time and provide appropriate 

recommendations based on their requirements. Future 

work will concentrate on testing and researching the 

overall performance of this chatbot since it is still being 

implemented. They hope that by doing this research, the 

recommender chatbot will be able to assist applications 

other than e-learning systems [4]. 

Conversational agents were investigated by James Lester 

et al. Conversational agents combine computational 

linguistics methods with the Web's transmission medium 

to comprehend and reply to natural language comments 

generated by participants. Given the great text-based 

dialogs are delivered via web-based conversational bots. 

Enterprise-class conversational bots have seen a lot of 

activity in recent years. The main uses of virtual assistants 

in the business are described in this article, as well as the 

technical obstacles have given by their design as well as 

large-scale deployments. These technological issues are 

divided into two categories: fast and reliable natural 

languages processing, or enterprise deployment 

scalability, efficiency, reliability, connectivity, as well 

as maintenance needs. While today's speech-based 

conversational agents must deal with considerably smaller 

grammars but also vocabularies than text-based agents, 

tomorrow's speech-based agents will have the same level 

of linguistic skill as today's text-based agents. In summary, 

since conversational agents provide tremendous value to 

business processes, they are becoming an intrinsic part of 

them across the board [18]. 

S. Ayanouz et al. investigated the use of linked data to 

integrate natural language processing. Each tool and 

service has its own set of strengths and shortcomings, but 

leveraging those strengths and synergistically integrating 

them is presently a time-consuming and inefficient 

process. Furthermore, once a set of tools has been 

incorporated, it is not reusable by others. They propose that 

easing the interoperability of multiple NLP tools that 

perform similar but complementary jobs would make 

findings more comparable and advanced NLP applications 

easier to create. This paper explains the NLP Interchange 

Format. National Innovation Foundation (NIF) allows the 

development of heterogeneous, distributed, as well as 

loosely connected NLP applications that leverage the Web 

as an integrated solution. Early uptake of open-source and 

industrial projects is evident, but there is still a need for a 

comprehensive overview or machine-readable collection 

of accessible implementations including deployments 

[19].  

III. DISCUSSION 

Only a small number of contexts should be allowed, each 

of which should be readily identifiable from the others for 

context identification reasons. Second, each context is 

usually associated with a specific action in order to retain 

the NLP system's pragmatic relevance. An NLP input 

system's main purpose is to accurately grasp a user's 

answer. There are two methods for determining if you 

succeeded in attaining your aim. The first is focused with 

the correctness of the answer's technical translation and the 

system's ability to transcribe each identified word. The 

alternative meaning of success is more abstract, since it 

relates to a computer's ability to determine a user's 

purpose, or conversational goals, from his or her answer. 

A context-assisted approach will concentrate on the first 

definition of success, with contextual information serving 

just as a tool for deciphering literal representations. On the 

other side, context-centric architecture takes a more 

comprehensive approach to dialogue. The explicit using 

user objectives rather than the consumers' words is the 

distinguishing feature of every context-centric strategy. 

These objectives are translated into contexts that reveal the 

proper conversational speech and relevant information 

required for an NLP engine to respond appropriately. 

IV. CONCLUSION 

Context-centric NLP systems have their own set of 

practical challenges. For context identification reasons, 

designs should only allow manageable number of context, 

and each is immediately identifiable from the others. 

Second, every context is usually paired with a specific 

action to keep the NLP system's pragmatic relevance. This 

article discusses the general issues with NLP technology 

in the context of HCI application. One technique for 

addressing these barriers is to include contextual 

information. The relevance of contexts in NLP is 

expanding as context-aware approaches improve, moving 

from functioning normally algorithms to universal 

meaning systems. The primary goal of this study is to get 

a better understanding of NPL technology or how it is 

applied to conversational intelligence. Prospects for the 

future NLP is a natural facilitator of the sophisticated, 

intuitive system that most of us use daily, and it's 

revolutionizing how people and computers interact. Due to 

semantic and cognitive technologies, natural language 

processing will be able to exploit its potential for human-

like voice or text interpretation in the future via a range of 

applications. 
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