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ABSTRACT - Amazon Alexa is a voice-controlled 

pplication that is rapidly gaining popularity. In this paper 

user interactions with this technology, and focused on the 

types of tasks requested of Alexa, the variables that affect 

user behaviours with Alexa, and Alexa's alternatives. AI-

based voice assistance using AWS is offering the users a 

way to acquire such competence. Particularly, we focus 

on developing skills for the Alexa assistant, as it is the 

most widespread. It’s open a new world, a world where 

the user can talk to a machine as if it were a human and 

the machine will perform the work you request. Ideally, 

such conversations should be solely between the user and 

the voice assistance. For the hands-free feature that the 

user raved about and the other for speech recognition and 

understanding which is one key feature of the Echo. 

KEYWORDS- Conversational Agents, Human 

information Behaviour, Human Information Interactions, 

Intelligent Personal Assistants, Voice-Controlled Agents 

I. INTRODUCTION 

AI-based voice assistance using AWS is a voice-

controlled virtual assistant. It is inspired by the computer 

voice which ran on the star ship Enterprise i.e. Amazon 

Alexa which changing the way of interact with 

technology. A smart speaker that connects to the Amazon 

Alexa Voice Service. [1] The data about Alexa usage 

were collected via the online questionnaire and FQA 

(frequently questioned answers. It enables users to 

provide human information interaction. All through the 

use of voice-Z. Wake words activate Alexa to start 

recording. After that “Echo” sends those audio clips to 

the cloud where the request can be explicated. In addition 

to "Alexa" the Echo [11] devices also register the words 

“Echo”, “Amazon” and “Computer”. Most of the Alexa 

devices are consistently listening, once a wake word of 

choice is listen to by the device, you can get their 

attention by using wake words: Alexa, Echo, Amazon, 

etc. The default wake word is “Alexa”, but you can 

change the default wake word within the Alexa app by 

going to: 

 Menu 

 Settings 

 Device settings 

 You have to say the wake word followed by a command 

when you use Alexa on a smart speaker. An example of 

this would be, “Alexa, tell me about SAP (study abroad 

program)”. Some older devices weren’t completely hands-

free they required to push a button to wake them up. Using 

Amazon Alexa on smartphones isn’t quite as good as on 

smart speakers [2]. The smartphone app supports wake 

words, but only when the Alexa app is open and running. 

Additionally, the feature has to be turned on in the 

settings. You will have to open the console and tap on the 

Alexa button to use voice commands. 

 

 

Fig. 1: Reserve order of Amazon’s Alexa to receive and 

send information back to the device 

The device hub sets the desired state of each device 

configured by the user. 

1. Users say, "Is amity university is a good university." 

2. Alexa Skill service receives the request and routes 

this intent to the Smart Skill API. 

3. A directive is composed including the ‘Turn-On-

Request' name in the directive header and the 

appliance ID (located in the directive payload) 

corresponding to the friendly name. 

4. The skill adapter hosted in AWS Lambda receives 

the directive. Included in the directive is an access 

token to determine the user’s account making the 

request. A call is made to device cloud API to turn 

on the scene matching the appliance ID for the 

associated user. 

5. Now, the device cloud receives a request from the 

skill adapter and communicates to a device hub or 

controller to turn on the scene preconfigured by the 

user. 
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In Fig. 1, the process starts with signal processing, which 

gives many chances to Alexa to make sense of the audio 

by cleaning the signal. If the wake word is detected, then 

a signal is sent in the speech recognition software in the 

cloud, which converts the audio clips into text format. In 

speech recognition output space is huge as it looks at all 

the words in the English language and the only 

technology which is capable of scaling in the cloud. To 

convert the audio into text, Alexa will analyse 

characteristics of the user’s speech such as frequency and 

pitch to give you feature value. The sequence of the 

words will be determined by a decoder, then the decoder 

will determine that which is the most likely sequence of 

words from the given input features and the model, which 

split into two pieces. The first of these pieces is the prior, 

which gives you the most likely sequence based on a 

huge amount of existing text, without looking at the 

features, the other is the acoustic model which looking at 

pairings of audio and transcripts. These are integrated and 

zestful coding is applied, which has to happen in actual 

time. 

II. LITERATURE SURVEY 

The field of Amazon Alexa having speech recognition 

has seen some major advancements or innovations. 

Almost all the digital devices which are coming 

nowadays are coming with voice assistants which help to 

control the device with speech recognition only. A new 

set of techniques is being developed constantly to 

improve the performance of voice automated search. 

Google's Speech Recognition API program is used by the 

speech recognition module which is imported in python, 

this module is imported by using the command “import 

speech recognition as sr”. This module is used to 

recognize the voice which is given as input by the user. 

[12]  

 

 

STT is time-consuming because in this process firstly, 

the system has to listen to the user and different users 

have different systems where some are easy to 

understand while some are not easily audible. Total 

execution time depends on this step. Once the speech is 

converted to text executing commands and giving the 

results back to the user is not a time-consuming step. N 

M. A. Jawale (2019) et al. proposed in today's world, 

Python programming language has been used to evolve in 

many artificial intelligence applications. Programmers 

are broadly classified into three categories namely, 

novice users, knowledge intermittent, and expert one. 

This paper explores the use of voice recognition 

technology in the field of programming, specifically for 

the corresponding program with Python programming 

language.[9] In evaluation study, it found helpful for new 

Python programmers and come up with new learning 

inflect for programmers wherein beginner can experience 

nuisance untied program writing. Kishore Kumar R1 

(2018) et al. presented to develop an economically 

effective and performance-wise efficient virtual assistant 

using python based on the concepts of Speech 

Recognition, Natural Language Processing and Artificial 

Intelligence.[8] People who are using it can give voice 

inputs and the device itself responds through voice 

commands by itself. The whole project is put in action 

through a python script which includes online Speech-

Text conversion and Text Speech conversion codes 

written.[17] The device will casual manner so that the 

user has a friendly experience with the device and feels it 

like his or her own assistant.[16] 

 

 

 

 

 

 

 

 

                           Fig. 2: Total number of Amazon Alexa skills from January 2016 to September 2019
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In the above Fig. 2, Amazon’s Alexa has gone from 

having 0.5 skills to over 4.8 skills as of September 2019. 

Introduced in November 2014, Alexa is a virtual assistant 

artificial intelligence technology developed by Amazon 

and used through Amazon’s services. In today's era 

Virtual assistants like Amazon’s Alexa are elevation 

becoming a customary place feature of many user 

electronics devices. As the worldwide adoption of digital 

voice-controlled agents continues to increase rapidly, so 

does the number of skills being performed by these 

devices. Alexa is the platform supported by the highest 

number of devices. 

III. PROPOSED METHODOLOGY 

The console of an Alexa developer permit developers to 

test and submit their skills for verification before they are 

made public to end-users. Once a skill is submitted for 

distribution, Amazon validates certain requirements. 

A. Structure 

Alexa Skill act as an action at the mention of a keyword set 

by the programmer. This is usually a greeting that has the 

assistant's name, like "Alexa". It uses natural language 

processing to decipher the command given to it, and then 

either answer your question or obey your command.  

The proposed system will mainly consist of a mic, a 

speaker. At the backend, a database, voice recognition 

software, a voice sample, and the main Alexa skill will 

control and run all the components related to a system[7].  

B. Working on the proposed model 

The Alexa Skill responds to the commands given by the 

user. To accept the command, at first, the voice 

recognition tool of the system has to be awakened to 

accept and execute the request [4]. To awake the system, 

a user has to speak a wake word like "Location” or 

“Alexa" or by any other name that the programmer 

associates with the software. User needs to speak it's in 

the following ways i.e command/request/question just 

after he/she has said the wake-word. The wake-word 

initiates the voice recognition tool and all the words 

spoken after the wake-word gets accepted by the voice 

recognition- skill service.[14] This skill then analysis the 

input and bifurcate it as a request or question or 

command. After analysing and understanding the input, 

the software gathers the related information about the 

query from the internet. As soon as the skill gathers the 

necessary and relevant information, the system provides 

the information to the user. 

Alexa Skill follows the structure outlined in Fig. 3., there 

is a speech communication between the user and the 

device. The device interacts with the skill (or application). 

Internally, two main elements, namely the skill interface 

and the skilled service communicate through JSON 

encoded messages.[5] 

            

 

 

 
Fig. 3: Structure of an Alexa skill form, skill interface and the skilled service communicate through JSON ncoded 
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IV. WORKING PRINCIPLE 

The proposed system connects to the Internet by using 

any wi-fi network. It's always on and listening for the 

wake word to wake the device up. Once it hears an audio 

clip, the device gathers the voice commands that heed 

after the wake-word and conveys a signal to a natural 

voice recognition service in the cloud called The Voice 

Service, which interprets them and sends back the 

appropriate response.[15] Most Alexa-operated devices 

are always listening, and you can get their recognition by 

using a wake word of choice: Alexa, Echo, Amazon, or 

Computer. [3] The default wake word is “Alexa”, but you 

can change the wake word within the Alexa app, 

selecting your device from the list, and tapping the Wake 

Word option. To operate Alexa on a smart speaker, utter 

the wake word heed by a command. An example of this 

would be, “Is Amity University is a good university”. 

Some primeval devices like the Amazon Tap requisite 

you to push a button to wake them up, so they weren't 

thoroughly hands- free.[10] The above command has 3 

main parts: 

 Wake word 

 Invocation name 

 Utterance 

 When users visualize ‘Alexa’ which awakens the device. 

The wake word poses the Alexa into the listening mode 

and is primed to take commands from the user. All the 

usage skills must have an invocation name to start them. 

The invocation name is the keyword used to trigger a 

distinct "skill". Users can integrate invocation names with 

an action, command, or question. The utterance decides 

what the user wants Alexa to perform. Utterances are 

locution the users will use when requesting Alexa. Alexa 

recognizes the user’s objective from the given utterance 

and acknowledges accordingly. After this Alexa 

authorizes devices to convey the user's commands to a 

cloud-based service called Alexa Voice Service (AVS). 

All the complex operations such as Automatic Speech 

Recognition (ASR) and Natural Language Understanding 

(NLU) accomplish by the Alexa Voice Service which is 

the brain of the Alexa-enabled device. Alexa Voice 

Service processes the retaliation and recognizes the user's 

objective, if needed then it makes the web service request to 

a third-party server[13]. 

V. RESULTS 

The speech interface was evaluated on the overall time, 

efficiency of speech to text, and the system was evaluated 

based on user response. User response is categorized as 

poor. satisfactory and good. Response Time and 

Performance: 

 

 

 

 

 

 

 

 

 

 

Table 1: Result Table 

 

 

 

 

Fig. 5: The time and efficiency of speech to text 

conversion is dependent on the quality of the mic and 

internet speed 

Using Table 1 and Fig. 5 Query execution time: Total 

time is taken to execute a query(end-to-end): 19 seconds. 

For the Alexa system, Echo devices are the input/output 

devices that are in the cloud. Audio is sent from an Echo 

device to Alexa in the cloud only when the wake word is 

detected or the action button is pressed. 

VI. FUTURE WORKS 

As speech recognition accuracy goes from, say, 95% to 

99%, all of us in the room will go from barely using it 

today to using it all the time. Voice Assistants using 

AWS are overwhelmingly focused on natural language 

interfaces. The assistants that speak our language and 

communicate like a person have come to define the 

product class. This focus on natural language interface 

has distorted the distribution of assistants to distinct 

computing devices. 

 Natural language understanding; speech synthesis. 

 Contextual; associative communication 

VII. CONCLUSION 

The significant players in voice assiduity are contending 

to make voice a part of everyday life. First and foremost, 

they do this by massively discounting their smart 

Request type Result 

Approx Time 7-8 sec 

No. of Queries 80 

No of Hits 72 

No of Failure 8 

Percentage 90% 
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speakers and voice hardware so that it is affordable. 

However, they are also implementing voice wherever and 

whenever technologically possible. At Alexa Skill, we 

focus exclusively on delivering the richest and most 

meaningful analytics tools for our users. Our obsession is 

to empower users through compelling and actionable 

insights that drive measurable results for their study. You 

can compute on getting the wrest insights you entail 

without having to navigate through irrelevant content to 

get the information you need right now. This is because, 

at Alexa, we believe strongly in substance over style.  
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