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ABSTRACT- Hand gesture detection is a project which 

recognizes the gesture of hands and detect accordingly.  

Hand Gesture recognition is an important technique for 

creating user-friendly interfaces. Hand gesture is 

recognized by robots, for example, can take human 

commands, and those who are deaf or who cannot speak, 

can recognize the sign language for communication. Hand 

gesture recognition in video games could help by allowing 

players to use gestures to interact with the game rather than 

a controller. Moreover, to account for the infinite number of 

possible hand positions in three dimensions, such an 

algorithm must be more robust. It must also be capable of 

working with video rather than static images. 
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I. INTRODUCTION 

A Hand Gesture Recognition System recognizes the 

orientations and shapes which depends on how our system 

is implemented to perform some tasks. A gesture is a type 

of nonverbal communication. An individual can make 

multiple signs at the same time. For example, humans 

perceive human gestures through visualization and 

computers require a camera, A topic of particular interest to 

processor vision examiners, such as carrying out an act 

based on a person's gestures. Most people's daily lives 

revolve around human-computer interaction. The old 

human-computer interaction approach [1], which includes 

everything from the inventive keyboard to today's joystick, 

wireless input devices and mouse, greatly simplifies 

interaction of computer with people, making it easier to 

operate computers and enhance efficiency of work. 

Consequently, due to reliance on added hardware input 

devices, the demands of human-computer interaction cannot 

be fully met by interaction mode. Hand gestures[8] is 

defined as a collection of signs or activities made by 

combining arms or hands; they are always capable of 

expressing the intention of the signer, and thus can serve as 

natural means of communication among machine and 

human. The research is critical for the growth of new 

human-centered human-computer interactions. This paper 

examined the existing state of research and applications of 

the recognition. With the goal of summarizing the 

frequently used hand gesture recognition approaches, 

analyzing the strengths, weaknesses, and listing interesting 

glitches in existing hand gesture recognition study.  

A. Architecture of Gesture Recognition System 

We plan to use a webcam to implement a system that 

recognizes gesture input. The application is configured to 

run in background and the user can perform other tasks, 

which is extremely helpful for a hands-free approach. This 

project has an extensive range of potential applications, 

most remarkably the “Sixth Sense project”, which 

completely revolutionizes the digital world. This code could 

be stretched to include the movement of mouse and the 3-D 

still gestures [2].  For improving the effectiveness of the 

gesture recognition process, better gesture interpretation 

and recognition can be improved, and newer gestures can be 

incorporated for increased functionality [3,7]. The user 

interface for calculating, examining gestures, and running 

the program, could greatly be enhanced by using an 

interactive GUI rather than terminal commands. 

II. LITERATURE REVIEW 

To recognize hand gestures using non-geometric features, 

Hasan used a multivariate Gaussian distribution [13,14]. 

Two methods are used to segment the input hand image: 

skin colour-based segmentation using the cluster-based 

threshold techniques and HSV colour model. Specific 

procedures are implemented to capture the hand's outline to 

extract the hand feature, the improved movement. The 

analysis algorithm calculates the trend and slope of object 

(hand) by determining the direction of hand movement, and 

it is used to discover a connection among statistical 

parameters (variance and covariance) in data. Using a 

neural network [10] algorithm, Kulkarni recognizes static 

postures in American Sign Language. The source image is 

converted to the HSV colour model, which is further resized 

to 80X64, and image pre-processing operations are 

performed to extract features from uniform background and 

hand using the histogram technique and the Hough 

algorithm [11]. Feeding back for gesture classification, 

three-layer neural networks are used. They achieved 92.78 

percent recognition rate with 8 samples for 26 sign 

language characters in, 3 testing samples and 5 training 

samples.Hasan used scaled normalization to recognize 

gestures on brightness factor matching [14]. Source image 

is sectioned using threshold technique with black 

background. Any segmented image is normalized, and 

image's centre mass is determined, and the coordinates are 

shifted to match the centroid of the hand object at the X and 

Y axis origins. Wysoski et al. [5] used a boundary 

histogram to present rotation invariant postures. The input 

image was captured using a camera, a filter for skin color 

detection was applied, and a clustering process was used to 

use an ordinary contour-tracking algorithm for finding the 
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boundary of every cluster in the clustered image. Grids 

were drawn on the image, and edges were normalized.  

III. CHALLENGES 

Despite significant progress and high recognition rates in 

various areas, the study still faces numerous challenges 

including transition model between gestures, extraction of 

invariant features, automatic segmentation of recognition 

units, minimal sign language recognition units [6], auxiliary 

information, recognition approach with scalability about 

vocabularies, mixed gestures recognition, signer 

independent and so on. The current trend is static gesture 

recognition based on vision and is characterized by two 

technical challenges defined as: 

A. Target Detection Difficulties 

The goal of target detection is to extract the object of 

interest from an image stream by capturing the target. Due 

to the variety of background and unforeseen environment 

factors [9], it is necessary in vision-based hand gesture 

recognition methods to divide the human hand area and 

other background areas in the image. 

B. Difficulties in Recognizing Targets 

The purpose of hand gesture recognition is to describe the 

top implications of hand’s changing and posture process 

[12]. The vital skill is the extraction of geometric invariant 

features based on hand gesture characteristics. 

 

 

 

 

IV. PROPOSED SYSTEM 

Dynamic and Static recognition are the types of hand 

gesture recognition. Static technique recognizes shape of 

hand and reads the meaning of the hand expression. The 

acknowledgement of a hand signal trajectory in space and 

performing the operation on the trajectory constraints 

obtained is referred to as dynamic hand gesture recognition. 

A hand gesture is used to flip down and up, start, and pause 

the courseware on a projection. To begin, the background 

subtraction method is used to detect hand, and resulting 

binary image is transformed.  

 

Fig. 1: Workflow of Hand Recognition System [4] 

A. Results 

Following are the results obtained by classifying the 

number of figures.  

 

 

Fig. 2: Screenshot of hand gesture of numeral fingers 
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Here in this paper, the images are manually captured and 

then processing of those images is done which shows the 

static hand gesture. Another thing that should be noticed 

here is that the counting of the fingers is also done for hand 

gesture representation. 

V. CONCLUSION 

This paper introduces a new method for recognizing hand 

gestures. The background subtraction method detects the 

hand region from background. Then, the palm and fingers 

are fragmented. The fingers in hand image are discovered 

and recognized using segmentation. A straightforward rule 

classifier is used to recognize hand gestures.  

The performance of projected technique depends on the 

outcome of hand detection. If the objects are moving with 

skin-like colors, they exist because of hand detection and 

degrade hand gesture recognition performance. Machine 

learning algorithms, on the other hand, can tell the 

difference between hand and background. 
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