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ABSTRACT- A blockchain network's economics and
user confidence can be seriously harmed by fraud.
Consensus algorithms like proof of work and proof of
stake can verify the legitimacy of a transaction but not the
identity of the people who are conducting or verifying it.
On a blockchain network, fraud can still occur, as a result
of this. One approach to fighting fraud is to make use of
machine learning techniques. There are two types of
machine learning: supervised and unsupervised. We use a
variety of supervised machine learning techniques in this
study to distinguish between legitimate and fraudulent
purchases. We also compare decision trees, Naive Bayes,
logistic regression, multilayer perceptron, and other
supervised machine learning techniques in detail for this
challenge.
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I. INTRODUCTION

For a very long time, attempts to identify dishonest
financial dealings have been studied. Fraudulent
transactions discourage potential bitcoin investors and
others from putting their faith in blockchain technology.
They also hurt the economy. Most of the time, fraud is
caused by something about the transaction's nature or the
people involved. To ensure that the community and the
network's integrity are not compromised, members of a
blockchain network strive to quickly identify fraudulent
transactions. A few Al approaches have been proposed to
resolve this issue, and keeping in mind that a portion of
the results look encouraging [4], nobody approach stands
apart as obviously predominant. We compare and contrast
the effectiveness of several supervised machine learning
models, including SVM, Decision Tree, Naive Bayes,
Logistic Regression, and a few deep learning models, for
identifying fraudulent blockchain transactions in this
study.A comparison of this kind will be helpful in
deciding which method is best for balancing speed and
accuracy.We are going to find out which transactions and
users are most likely to commit fraud.

1. LITERATURE SURVEY

Cai, Y., Zhu, D. Fraud detections for online businesses: a
perspectivefrom blockchain technology.

CoworkersYuanfeng Cai and discussed both objective
and subjective forms of fraud.They end up figuring out
that blockchain [1]is good at detecting objective fraud but

not subjective fraud, so they use machine learning to fill
in the gap.

Xu, J.J. Are blockchains immune to all malicious attacks
Jennifer J. Xu talked about the various types of fraud that
blockchain can detect and those that it can't yet.[2] As a
consequence of this, hypotheses regarding the elements
that a component of machine learning needed to take into
consideration began to take shape.She makes it
abundantly clear that despite the fact that blockchain
essentially adheres to a set of established rules, threats
like data fraud and framework hacking are still attainable
and difficult to stop[3].

Ostapowicz M., Zbikowski K. (2019) Detecting
Fraudulent Accounts on Blockchain: A Supervised
Approach

Micha Ostapowicz et al. used supervised machine
learning techniques touncovered fraudulent behavior.[4]
The ease with which criminals could steal money through
widely used software or forged communications received
the majority of their attention.They tested the
effectiveness of various classifiers, such as Random
Forests, Support Vector Machines, and XGBoost, in
identifying these records using a dataset that contained
more than 300,000 records.[5]

Podgorelec, B., Turkanovi'c, M. and Karakati“c, S., 2020.
A Machine Learning-Based Method for Automated
Blockchain Transaction Signing Including Personalized
Anomaly Detection.

BlazPodgorelec and otherscreated an automated
blockchain transaction verification system based on
machine learning.As a result, it employs a specific
method to identify suspicious financial transactions.[6]
Anomaly detection in bitcoin network using unsupervised
learning methods

Thai T. [7] Pham and othersset out to discover a
particular anomaly in the networks that handle bitcoin
transactions. The Mahalanobis distance, K-means
clustering, and unsupervised support vector machines
were used to identify transactions and individuals that
could be malicious.They made use of data that was
divided into two graphs, one for users and the other for
transactions.

A Review of Data Mining Methods for Identifying
Blockchain

Li Ji et al. [8] anomalies provide a comprehensive look at
how data mining anomalies can be detected using deep
learning techniques. In addition, they provide
comprehensive and specific explanations of the most
typical detection strategies. The current methods'
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advantages and disadvantages, as well as anticipated
future developments in this field, are discussed.

The Financial Impact of Money Laundering Supported by
Cryptocurrencies

Christian  Brenig et al.'[9]s economics of a
cryptocurrency-based plan for money laundering. They
talk about what money laundering is and how to avoid it.
We are now even more motivated to investigate the
prevalence of cryptocurrency and blockchain-related
fraud as a result of this study[10].

111. PROPOSED SYSTEM

negative impact on the economy of any country, despite
the fact that Blockchain is thought to be secure against
attacks due to its proof of work and transaction validation
using hash code. To evaluate these tools' efficacy, the
author of this work employs a wide range of machine
learning techniques, including Logistic Regression, MLP,
SVM, Decision Tree, and many others.

In order to write this article, all user and transaction
information was gathered from the Blockchain fraud
transaction dataset. The dataset was then processed to
normalize values, replace missing values with 0, and
remove all non-numerical data.

A user's participation in a Blockchain transaction does not A. Dataset

guarantee that he will not commit fraud, which can have a
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Figure 1: Names of the dataset columns

In figure 1, the names of the dataset columns can be
found in the first row of the screen, and the values of the
dataset can be found in the rows that follow. In the
dataset, there is a column called FLAG, and its values
range from 0 to 1, with O representing a normal
transaction and 1 representing a fraudulent one.

IV. METHODOLOGY

Figure 1 provides a summary of the fraudulent activity
detection workflow. Our proposed system basically
begins performing additional checks to determine

whether a transaction may be fraudulent after the
Blockchain network has approved the transaction after
completing all of the basic checks. The Blockchain
network itself has the ability to easily invalidate
transactions, so this strategy ensures that there is no
additional overhead associated with even checking them.
There are three main phases to the work that was done:

e Pre-processing phase
o Building and training various models
o Performance evaluation of all the models
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In the above figure 3, dataset loaded and dataset contains
some non-numeric data and ML algorithms will not take
such data so we need to remove and graph x-axis contains
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Figure 2: Workflow of applying check for fraud detection

V. RESULTS AND DISCUSSION
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Figure 3: Loaded dataset

Innovative Research Publication

type of transaction and y-axis contains number of records
and now close above graph and then click on ‘Generate
Train & Test Model’ button to get below output.
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Figure 4: Converted data

In figure 4, all of the data has been converted to a The dataset was then divided into train and test, and the
numerical format, and the total number of records and train and test data are now ready. Click on each button to
columns in the dataset can be seen on the above screen. run all algorithms, and the results are as shown below.
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Comparative Study of Machine Learning Algorithms for Fraud Detection in Blockchain

Logistic Regression Accuracy : 82.6

Logistic Regression Precision : $6.7816091954023
Logistic Regression Recall : 63.710919193947916
Logistic Regression FScore :66.432854133338889

MLP Accuracy : 83.5

MLP Precision : 83.21628092577814
MLP Recall :67.41480886359503
MLP FScore :70.69652939694076

Naive Bayes Accuracy : 47.5

Naive Bayes Precision : 63.65219349466613
Naive Bayes Recall :64.54386199817009
Naive Bayes FScore : 47.4722128005715

Upload & Preprocess Dataset ‘ Generate Train & Test Model ‘ Run Logistic Regression Algorithm | Run MLP Algorithm ‘
Run Naive Bayes Algorithm | Run AdaBoost Algorithm ‘ Run Decision Tree Algorithm | Run SVM AlgarithmJ
Run Random Forest Algorithm | Run Deep Network Algorithm ‘ Comparison Graph ‘
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Figure 5: Performance or accuracy of algorithm

In figure 5, the performance or accuracy of each
algorithm can be seen on the screen above, and the
remaining algorithm accuracy can be seen below.
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Comparative Study of Machine Learning Algorithms for Fraud Detection in Blockchain

Naive Bayes Precision : 63.65219349466618
Naive Bayes Recall : 64.54386199817009
Naive Bayes FScore : 47.4722128005715

AdaBoost Accuracy : 92.9

AdaBoost Precision : 92.16902239035376
AdaBoost Recall  : 87.50027894936511

AdaBoost FScore  : 89.53591025053389

Decision Tree Accuracy : 90.8

Decision Tree Precision : 87.3966003090628
Decision Tree Recall : 86.72312601816519
Decision Tree FScore : 87.05239277410928

SVM Accuracy : 82.5

SVM Precision : 90.70138150903294
SVM Recall : 62.60683760683761

SVM FScore :65.01056680882374

Upload & Preprocess Dataset ‘ Generate Train & Test Model | Run Logistic Regression Algorithm ‘ Run MLP Algorithm |
Run Naive Bayes Algorithm ‘ Run AdaBoost Algorithm ‘ Run Decision Tree Algorithm | Run SVM Algorithm ‘
Run Random Forest Algorithm ‘ Run Deep Network Algorithm ‘ Comparison Graph ‘

H 0 Type here to search

Figure 6: Accuracy of AdaBoost, Decision Tree, and SVM

The accuracy of AdaBoost, Decision Tree, and SVM can of the remaining algorithms can be seen in below figure
be seen on the screen above figure 6, while the accuracy 7.
F Comparative Study of Machine Leaming Algorithms for Fraud Detection in Blockchain - X

Comparative Study of Machine Learning Algorithms for Fraud Detection in Blockchain

Decision Tree Precision : 7.3966003090628
Decision Tree Recall : 86.72312601816519
Decision Tree FScore : 87.03239277410928

SVM Accuracy : §2.5

SVM Precision : 90.70138150903294
SVM Recall : 62.60683760683761

SVM FScore : 65.01056680882374

Random Forest Accuracy : 93.89999999999999
Random Forest Precision : 94.61602695347458
Random Forest Recall : 88.15302046372541
Random Forest FScore : 90.8555461112835

Deep Neural Network Accuracy : §2.69999999999999
Deep Neural Network Precision : 83.27801827801828
Deep Neural Network Recall : 61.51890965515644
Deep Neural Network FScore  : 63.75224977004679

Upload & Preprocess Dataset ‘ Generate Train & Test Model ‘ Run Logistic Regression Algorithm | Run MLP Algorithm ‘
Run Naive Bayes Algorithm ‘ Run AdaBoost Algorithm ‘ Run Decision Tree Algorithm ‘ Run SVM Algorithm ‘
Run Random Forest Algorithm ‘ Run Deep Network Algorithm | Comparison Graph |
7 — 18:13
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Figure 7: Accuracy of Random Forest and Deep Neural Networks

The accuracy of Random Forest and Deep Neural select the "Comparison Graph" button to view the output
Networks can be seen on the above figure 7, with in below figure 8.
Random Forest outperforming all other algorithms. Now,
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Figure 8: Accuracy of precision, recall, and FSCORE

The accuracy, precision, recall, and FSCORE of each
algorithm and tabular form are displayed in above figure
8, with Random Forest providing superior results for all
of them.

V1. CONCLUSION

A method for identifying suspicious blockchain
transactions has been presented wusing machine
learning.This method looked at support vector machines,
decision trees, logistic regression, dense neural networks,
and other supervised learning methods.A comprehensive
evaluation and comparison of all available methods is
carried out using accuracy.This work could be expanded
to include a comparison of clustering and other
unsupervised algorithms.In the near future, we hope to
conduct a comprehensive investigation of fraudulent
activity in a private blockchain.
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